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Abstract. This paper studies four n-job, m-machine flowshop problems when processing times
of jobs on various machines follow certain conditions. The objective is to obtain a sequence,

which minimizes total elapsed time under no-idle constraint. Under no-idle constraint, the
machines work continuously without idle-interval. We prove two theorems. We introduce
simple algorithms without using branch and bound technique. Numerical examples are also

given to demonstrate the algorithms.
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1. Introduction

Many research papers exist in literature, which deal with n jobs, m
machines flowshop problems with minimization of total elapsed time as the
criterion. Johnson (1954) made first attempt in this direction for scheduling
n jobs on two machines. The work of Johnson was extended to m
machines by Dudek and Teuton (1964), Smith and Dudek (1967), Bagga
and Chakravarti (1968), Gupta (1969) and several others. Johnson (1954),
Panwalker and Khan (1975), Szwarc (1977) and Bagga and Ambika (1997)
studied the problem, when the processing times of jobs on the machines
satisfy certain conditions, where the minimization of total elapsed time has
been taken as the criterion for optimization.
In most of the literature, it is assumed that machines are available in the

starting of processing the jobs. But situation may arise, when one has got
the assignment but does not have one’s own machines or does not have
enough money or does not want to take risk of investing money for the
purchase of machines. Under these circumstances, may take machines on
rent to complete the assignment. For example, in a realistic situation, if a
programmer gets the work of computerizing examination results of a
board/university, he may need three machines, viz., Data entry machine,
Computer and Printer, to be taken on rent. In this case, objective can be

Journal of Global Optimization (2005) 33: 349–367 � Springer 2005
DOI 10.1007/s10898-004-1848-y



when should these machines be taken on rent so that total rental cost is
minimum.
We know that total rental cost ¼

Pm

j¼1

Pn

i¼1
pi;j þ Ii;j
� �

� Cj where pi;j is the

processing time of ith job on machine Mj; Ii,j is the idle time of machine

Mj for job i, i.e., the time machine Mj is waiting for job i after completing
the processing of job and Cj is rental cost per unit time of machine Mj.
The processing times pi,j and rental costs Cj are constants. Therefore, total
rental cost is minimum when idle times on machines are minimum.
Under no-idle constraint, machines work continuously without idle inter-

val, i.e., each machine after starting the processing of first job will work
without break till the last job completed on it. Therefore,
Ii;j ¼ 0 for i ¼ 1; 2; . . . ; n; j ¼ 1; 2; . . . ;m:
Therefore, total rental cost under no-idle constraint¼

Pm

j¼1

Pn

i¼1
pi;j � Cj;

which is least for any sequence.
Adiri and Pohoryles (1982) studied n-job, m-machine flowshop problem

under no-idle constraint with the objective being minimization of sum of
completion times for increasing or decreasing series of dominating
machines. Narain and Bagga (2003) studied three-machine general flow-
shop problem under no-idle constraint with the objective being minimiza-
tion of total elapsed time.
The present paper studies four n-job, m-machine flowshop problems

when processing times of jobs on various machines follow certain condi-
tions. The objective in each case is to obtain a sequence, which gives mini-
mum possible total elapsed time under no-idle constraint. In Section 2, we
provide notations. In Section 3, we provide problem formulation and theo-
rems. In Section 4, we provide algorithm for each of the four problems
without using branch and bound technique, and examples to demonstrate
each algorithm.

2. Notations

S = sequence of jobs 1, 2,. . ., n.
pi,j = processing time of job i on machine Mj.
Zi,j = completion time of ith job on machine Mj when all the

machines are taken on rent at the same time, i.e., in the start-
ing of processing the jobs.

Ii,j = idle time of machine Mj for job i.
Cj = rental cost per unit time of machine Mj

Hj = the time (earliest) at which machine Mj should be taken on
rent to process jobs continuously without idle interval.

Z0i,j = completion time of ith job on machine Mj when Mj starts
processing jobs at time Hj.
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I0i,j = idle time of machine Mj for job i when Mj starts processing jobs
at time Hj.

i = 1, 2,. . ., n
j = 1, 2, . . ., m

3. Mathematical Formulation

For n-job, m-machine flowshop problem the problem can be mathemati-
cally formulated as obtaining a sequence S*, which satisfies the bicriteria
Minimize Zn,m

Subject to
Xm

j¼1

Xn

i¼1
Ii;j ¼ 0; for the sequzence S�:

Idle time of first machine M1 for every sequence is zero, i.e., M1 always
process jobs continuously without idle interval. Therefore, the time at
which machine M1 should start processing jobs continuously without idle
interval is zero, i.e., H1 = 0.
To find the time at which machine Mj, j = 2, 3, . . ., m should be taken

on rent to process job continuously without idle interval, we prove the fol-
lowing theorems.

THEOREM 3.1. The time at which machine Mr should be taken on rent (or
starts processing jobs) to have zero idle time on Mr is

Hr ¼ max
1OkOn

Ykf g r ¼ 2; 3; . . . ;m

where

Yk ¼ Z0k;r�1 �
Xk�1

i¼1
pi;r for k > 1

Y1 ¼ Z01;r�1

Proof. Proof is based on mathematical induction. It will be shown that
if machine Mr starts processing jobs at time Hr, then idle time of Mr is
zero.
For r ¼ 2;

H2 ¼ max
1OkOn

Ykf g

Let Yq ¼ max
1OkOn

Ykf g

Therefore, YqOYk for k ¼ 1; 2; . . . ; n
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For k ¼ 1;

YqPY1

i.e., H2PY1

i.e., H2PZ 01:1

i.e., Z01;1OH2 ð1Þ
From Equation (1); if machine M2 is taken on rent at time H2, then it will
start processing the first job without waiting. Therefore, idle time of
machine M2 for 1st job is zero when it starts processing jobs at time H2.
For k = 2, 3, . . ., n,

Yq � Yk

i.e., Yq þ
Xk�1

i¼1
pi;2PYk þ

Xk�1

i¼1
pi;2

i.e., H2 þ
Xk�1

i¼1
pi;2PZ0k;1 �

Xk�1

i¼1
pi;2 þ

Xk�1

i¼1
pi;2

i.e., Z0k�1;2PZ0k;1

i.e., Z0k;1OZ0k�1;2 for k ¼ 2; 3; . . . ; n ð2Þ

I0k;2 ¼ max Z0k;1 � Z0k�1;2; 0
h i

From Equation (2), I0k;2 ¼ 0 for k ¼ 2; 3; . . . ; n
Therefore, the result holds for r = 2.
Let the result holds for r = s.
For r = s + 1;

Hsþ1 ¼ max
1OkOn

Ykf g

Let Yt ¼ max
1OkOn

Ykf g

Therefore, YtPYk for k ¼ 1; 2; . . . ; n

For k = 1;

YtPY1

i.e., Hsþ1PY1
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i.e., Hsþ1PZ0s;1

i.e., Z0s;1OHsþ1 ð3Þ
From Equation (3), if machine Ms+1 is taken on rent at time Hs+1, then it
will start processing the first job without waiting. Therefore, idle time of
machine Ms+1 for 1st job is zero when it starts processing jobs at time
Hs+1.
For k = 2, 3, . . ., n;

YtPYk

i.e., Yt þ
Xk�1

i¼1
pi;sþ1PYk þ

Xk�1

i¼1
pi;sþ1

i.e., Hsþ1 þ
Xk�1

i¼1
pi;sþ1PZ0k;s �

Xk�1

i¼1
pi;sþ1 þ

Xk�1

i¼1
pi;sþ1

i.e., Z0k�1;sþ1PZ0k;s

i.e., Z0k;sOZ0k�1;sþ1 for k ¼ 2; 3; . . . ; n ð4Þ

I0k;sþ1 ¼ max Z0k;s � Z0k�1;sþ1; 0
h i

From Equation (4), I0k;sþ1 ¼ 0 for k ¼ 2; 3; . . . ; n
Therefore, the result holds for r = s + 1 also.
Hence, by mathematical induction, this theorem holds for all r, where r

= 2, 3, . . ., m.

THEOREM 3.2. There will be idle time on machine Mr if it is taken on
rent at time

Hr < max
1OkOn

Ykf g; r ¼ 2; 3; . . . ;m

where

Yk ¼ Z0k;r�1 �
Xk�1

i¼1
pi;r for k > 1

Y1 ¼ Z01;r�1
Proof. Proof is based on mathematical induction. It will be shown that

if machine Mr is taken on rent at time Hr < max1OkOn Ykf g, then there will
be idle time on Mr.
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For r = 2;

Let Yq ¼ max
1OkOn

Ykf g

H2 < max
1OkOn

Ykf g

Therefore, H2 < Yq

Now, there arises two cases.

Case 1: q ¼ 1;

H2 < Y1

i.e., H2 < Z01;1

i.e., Z01;1 > H2 ð5Þ
Machine M2 will remain idle for time PZ01;1 �H2

From Equation (5), Z01;1 �H2 > 0
Therefore, idle time of machine M2 for 1st job will be greater than zero

when it is taken on rent at time H2 < Y1.

Case 2: q > 1;

H2 < Yq

i.e., H2 þ
Xq�1

i¼1
pi;2 < Yq þ

Xq�1

i¼1
pi;2

i.e., Z0q�1;2 < Z0q;1 �
Xq�1

i¼1
pi;2 þ

Xq�1

i¼1
pi;2

i.e., Z0q�1;2 < Z0q;1

i.e., Z0q;1 < Z0q�1;2 ð6Þ
Therefore, I0q;2PmaxbZ0q;1 � Z0q�1;2; 0c
From equation (6), I0q;2PZ0q;1 � Z0q�1;2 > 0

Therefore, idle time of machine M2 for qth job will be greater than zero
when it is taken on rent at time H2 < max1OkOn Ykf g.
Therefore, the result holds for r = 2.
Let the result holds for r = s.
For r = s + 1;

Hsþ1 < max
1OkOn

Ykf g

Let Yt ¼ max
1OkOn

Ykf g

Therefore, Hsþ1 < Yt
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Now, there arises two cases.

Case 1: t ¼ 1;

Hsþ1 < Y1

i.e., Hsþ1 < Z01;s

i.e., Z01;s > Hsþ1

ð7Þ

Machine Msþ1 will remain idle for time PZ01;s �Hsþ1:

From Equation (7), Z01;s �Hsþ1 > 0
Therefore, idle time of machine Ms+1 for 1st job will be greater than

zero when it is taken on rent at time Hsþ1 < Y1.

Case 2: t > 1;

Hsþ1 < Yt

i.e., Hsþ1 þ
Xt�1

i¼1
pi;sþ1 < Yt þ

Xt�1

i¼1
pi;sþ1

i.e., Z0t�1;sþ1 < Z0t;s �
Xt�1

i¼1
pi;sþ1 þ

Xt�1

i¼1
pi;sþ1

i.e., Z0t�1;sþ1 < Z0t;s

i.e., Z0t;s > Z0t�1;sþ1 ð8Þ

Therefore, I0t;sþ1PmaxbZ0t;s � Z0t�1;sþ1; 0c

From Equation (8), I0t;sþ1PZ0t;s � Z0t�1;sþ1 > 0
Therefore, idle time of machine Ms+1 for tth job will be greater than

zero when it is taken on rent at time Hsþ1 < max1OkOn Ykf g:
Therefore, the result holds for r = s + 1 also.
Hence, by mathematical induction the result holds for all r, where

r = 2, 3,. . ., m.
From Theorems 3.1 and 3.2, the earliest time at which machine Mr

should start processing jobs continuously without idle interval is

Hr ¼ max
1OkOn

Ykf g

¼ max
1OkOn

Z0k;r�1 �
Xk�1

i¼1
pi;r

( )

¼ max
1OkOn

Hr�1 þ
Xk

i¼1
pi;r�1 �

Xk�1

i¼1
pi;r

( )
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¼ Hr�1 þ max
1OkOn

Xk

i¼1
pi;r�1 �

Xk�1

i¼1
pi;r

( )

¼ Hr�1 þ Ir ð9Þ
where Ir ¼ max1OkOn

Pk
i¼1 pi;r�1 �

Pk�1
i¼1 pi;r

n o
is the idle time of machine

Mr for machine pair (Mr)1, Mr) as a two machines flowshop sequencing
problem.
Total elapsed time when all the machines process jobs continuously with-
out idle interval is

Z0n;m ¼ Hm þ
Xn

i¼1
pi;m ð10Þ

From Equation (10), total elapsed time will be minimum when Hm will
be minimum.

4. Special Flowshop Problems

Case 1: pi;kOpj;kþ1; 8i; j; i 6¼ j; k ¼ 1; 2; . . . ;m� 2:

Here Zn;1 ¼
Xn

i¼1
pi;1

ð11Þ

The expression for Zn,2 is obtained as follows:

Z1;2 ¼ p1;1 þ p1;2

Z2;2 ¼ max Z1;2;Z2;1

� �
þ p2;2 ð12Þ

From Equations (11) and (12);

Z2;2 ¼ max p1;1 þ p1;2; p1;1 þ p2;1
� �

þ p2;2

¼ p1;1 þ p1;2 þ p2;2

¼ p1;1 þ
X2

i¼1
pi;2

Z3;2 ¼ max Z3;1; Z2;2

� �
þ p3;2 ð13Þ

From Equations (11) and (13);

Z3;2 ¼ max p1;1 þ p2;1 þ p3;1; p1;1 þ p1;2 þ p2;2
� �

þ p3;2

¼ p1;1 þ p1;2 þ p2;2 þ p3;2

¼ p1;1 þ
X3

i¼1
pi;2 ð14Þ

Continuing in this way;
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Zn;2 ¼ p1;1 þ
Xn

i¼1
pi;2 ð15Þ

Now, the times at which machines should be taken on rent to process jobs
continuously without idle interval are :

H1 ¼ 0

From Theorem 3.1;

H2 ¼ max
1�u�n

Z0u;1 �
Xu�1

i¼1
pi;2

( )

¼ max
1�u�n

H1 þ
Xu

i¼1
pi;1 �

Xu�1

i¼1
pi;2

( )

Since H1 ¼ 0; therefore; H2 ¼ max
1�u�n

Xu

i¼1
pi;1 �

Xu�1

i¼1
pi;2

" #

¼ p1;1 ð16Þ

H3 ¼ max
1OuOn

Z0u;2 �
Xu�1

i¼1
pi;3

( )

¼ max
1OuOn

H2 þ
Xu

i¼1
pi;2 �

Xu�1

i¼1
pi;3

( )

¼ H2 þ max
1OuOn

Xu

i¼1
pi;2 �

Xu�1

i¼1
pi;3

( )

¼ H2 þ p1;2

From Equation (16);

H3 ¼ p1;1 þ p1;2 ¼
Xm�2

k¼1
p1;k ð17Þ

Continuing in this way;

Hm�1 ¼
Xm�2

k¼1
p1;k ð18Þ

From Equations (16), (17) and (18),

Hr ¼
Xr�1

k¼1
p1;k; r ¼ 2; 3; . . . ;m� 1 ð19Þ

Taking r = m in Equation (9),

Hm ¼ Hm�1 þ Im

From Equation (19),
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Hm ¼
Xm�2

k¼1
p1;k þ Im ð20Þ

Im is idle time of machine Mm for machine pair (Mm)1, Mm) as a two-
machine flowshop sequencing problem. Hm is minimum when

Pm�2
k¼1 p1;k

and Im are minimum. Im is minimum when we apply Johnson’s two-
machine algorithm on Mm)1 and Mm. The following algorithm gives the
sequence, which minimizes total elapsed time under no-idle constraint.

ALGORITHM 4.1.

Step 1: Obtain sequence S by applying Johnson’s two-machine algo-
rithm on machines Mm)1 and Mm. In case of a tie for the first
position of the sequence S, prefer that job for the first position
for which sum of the processing times on M1, M2,. . .,Mm)2 is
minimum.

Step 2: If the sum of the processing times of the first job of sequence S
on M1, M2,. . .,Mm)2 is minimum, then S is an optimal sequence.
Otherwise, go to Step 3.

Step 3: Obtain other sequence from S by substituting that job in the first
position whose sum of the processing times on M1, M2,. . .,Mm)2

is less than the sum of the processing times of first job of S and
without disturbing the remaining order of S.

Step 4: Repeat Step 3 till all such jobs have been placed in the first posi-
tion. Let these sequences be S1, S2,. . .,Sr1

.
Step 5: Find out Hm for the sequences S, S1, S2,. . .,Sr1

using Equation
(14). The sequence(s) having minimum Hm is (are) the required
sequence(s).

Step 6: For the sequence(s) obtained in step 5, find out total elapsed
time by Equation (10) and H2, H3,. . .,Hm)1 by Equation (19).

EXAMPLE 4.1. Consider the 5-job, 4-machine sequencing problem whose
processing times are given as in Table 1.

Table 1. Processing times of jobs

Jobs Machines

M1 M2 M3 M4

1 6 8 13 5

2 5 10 10 14

3 7 9 11 12

4 4 10 12 10

5 5 9 11 9
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Applying Algorithm 4.1 Johnson’s algorithm on M3 and M4 provides the
sequence S ¼ 2-3-4-5-1. The sum of the processing times of job 2 on M1

and M2 is 15 units. Job 1, 4 and 5 have the sum of processing times on M1

and M2 less than 15 units. Therefore, the other sequences are S1 ¼ 1-2-3-4-
5; S2 ¼ 4-2-3-5-1 and S3 ¼ 5-2-3-4-1. Hm for sequences S, S1, S2, S3 are 27
units, 32 units, 26 units, 26 units respectively. Hm is minimum for the
sequences S2 and S3. Therefore, 4-2-3-5-1 and 5-2-3-4-1 are optimal
sequences. The total elapsed time under no-idle constraint is 76 units.
For sequence 4-2-3-5-1; H1, H2, H3 are 0 unit, 4 units, 14 units respec-
tively. For sequence 5-2-3-4-1; H1, H2, H3 are 0 unit, 5 units, 14 units
respectively.

Case 2: pi;kPpj;kþ1; 8i; j i 6¼ j; k ¼ 1; 2; . . . ;m� 2:

Here Zn;1 ¼
Xn

i¼1
pi;1

ð21Þ

The expression for Zn;2 is obtained as follows:

Z2;1 ¼ p1;1 þ p1;2

Z2;2 ¼ max Z2;1;Z1;2

� �
þ p2;2

ð22Þ

From Equations (21) and (22);

Z2;2 ¼ max p1;1 þ p2;1; p1;1 þ p1;2
� �

þ p2;2

¼ p1;1 þ p2;1 þ p2;2

¼
X2

i¼1
pi;1 þ p2;2

ð23Þ

Z3;2 ¼ maxðZ3;1 þ Z2;2Þ þ p3;2

From Equations (21) and (23);

Z3;2 ¼ max p1;1 þ p2;1 þ p3;1; p1;1 þ p2;1 þ p2;2
� �

þ p3;2

¼ p1;1 þ p2;1 þ p3;1 þ p3;2

¼
X3

i¼1
pi;1 þ p3;2

ð24Þ

Continuing in this way;

Zn;2 ¼
Xn

i¼1
pi;1 þ pn;2 ð25Þ

Now, the times at which machines should be taken on rent to process jobs
continuously without idle interval are:

H1=0

From Theorem 3.1,
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H2 ¼ max
1OuOn

Z0u;1 �
Xu�1

i¼1
pi;2

( )

¼ max
1OuOn

H1 þ
Xu

i¼1
pi;1 �

Xu�1

i¼1
pi;2

( )

Since H1 = 0; therefore,

H2 ¼ max
1OuOn

Xu

i¼1
pi;1 �

Xu�1

i¼1
pi;2

( )

¼
Xn

i¼1
pi;1 �

Xn�1

i¼1
pi;2

¼
Xn

i¼1
pi;1 �

Xn

i¼1
pi;2 þ pn;2

ð26Þ

H3 ¼ max
1OuOn

Z0u;2 �
Xu�1

i¼1
pi;3

( )

¼ max
1OuOn

H2 þ
Xu

i¼1
pi;2 �

Xu�1

i¼1
pi;3

 !

¼ H2 þ max
1OuOn

Xu

i¼1
pi;2 �

Xu�1

i¼1
pi;3

 !

¼ H2 þ
Xn

i¼1
pi;2 �

Xn�1

i¼1
pi;3

From Equation (26);

H3 ¼
Xn

i¼1
pi;1 �

Xn

i¼1
pi;2 þ pn;2 þ

Xn

i¼1
pi;2 �

Xn

i¼1
pi;3 þ pn;3

¼
Xn

i¼1
pi;1 �

Xn

i¼1
pi;3 þ

X3

k¼2
pn;k

ð27Þ

Continuing in this way;

Hm�1 ¼
Xn

i¼1
pi;1 �

Xn

i¼1
pi;m�1 þ

Xm�1

k¼2
pn;k ð28Þ

From Equations (26), (27) and (28);

Hr ¼
Xn

i¼1
pi;1 �

Xn

i¼1
pi;r þ

Xr

k¼2
pn;k; r ¼ 2; 3; . . . ;m� 1 ð29Þ
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Taking r = m in Equation (9);

Hm ¼ Hm�1 þ Im
From Equation (28);

Hm ¼
Xn

i¼1
pi;1 �

Xn

i¼1
pi;m�1 þ

Xm�1

k¼2
pn;k þ Im ð30Þ

Im is idle time of machine Mm for machine pair (Mm)1, Mm) as a two-
machine flowshop sequencing problem. Here Hm is minimum whenPm�1

k¼2 pn;k and Im are minimum. Im is minimum when we apply Johnson’s
algorithm on machines Mm)1 and Mm. The following algorithm gives the
sequence which minimizes total elapsed time under no-idle constraint.

ALGORITHM 4.2.

Step 1: Obtain sequence S by applying Johnson’s two-machine algorithm
on machines Mm)1 and Mm. In case of a tie for the last position
of the sequence S, prefer that job for the last position for which
the sum of the processing times on M2, M3,. . ., Mm)1 is mini-
mum.

Step 2: If the sum of the processing times of the last job of S on M2,
M3,. . ., Mm)1 is minimum, then S is an optimal sequence. Other-
wise, go to Step 3.

Step 3: Obtain other sequence from S by substituting that job in the last
position whose sum of the processing times on M2, M3,. . .,Mm)1

is less than the sum of the processing times of last job of S and
without disturbing the remaining order of S.

Step 4: Repeat Step 3 till all such jobs have been placed in the last posi-
tion. Let these sequences be S1, S2,. . ., Sr2

.
Step 5: Find out Hm for the sequences S, S1, S2,. . .,Sr2

using Equation
(30). The sequence(s) having minimum Hm is (are) the required
sequence(s).

Step 6: For the sequence(s) obtained in Step 5; find out total elapsed time
using equation (10) and H2, H3,. . ., Hm)1 using Equation (29).

Table 2. Processing times of jobs

Jobs Machines

M1 M2 M3 M4 M5

1 16 12 9 5 10

2 14 11 10 7 5

3 13 10 8 6 6

4 12 12 7 7 8
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EXAMPLE 4.2. Consider the 4-job, 5-machine sequencing problem whose
processing times are given as in Table 2.

Applying Algorithm 4.2, Johnson’s algorithm on M4 and M5 provides
the sequence S = 1-4-3-2. The sum of the processing times of job 2 on
M2, M3 and M4 is 28 units. Job 1, 3 and 4 have the sum of the process-
ing times on M2, M3 and M4 less than 28 units. Therefore, the other
sequences are S1 = 4-3-2-1; S2 = 1-4-2-3 and S3 = 1-3-2-4. Hm for
sequences S, S1, S2, S3 are 63 units, 63 units, 59 units, 61 units respec-
tively. Hm is minimum for sequence 1-4-2-3. Therefore, 1-4-2-3 is the
optimal sequence. The total elapsed time under no-idle constraint is 88
units. For sequence 1-4-2-3; H1, H2, H3 and H4 are 0 unit, 20 units, 39
units and 54 units respectively.

Case 3: pi;kOpj;kþ1; 8i; j; i 6¼ j; k ¼ 2; 3; . . . ;m� 1:

The times at which machines should be taken on rent to process jobs con-
tinuously without idle interval are:

H1 = 0

From Theorem 3.1;

H2 ¼ max
1OuOn

Z0u;1 �
Xu�1

i¼1
pi;2

( )

¼ max
1OuOn

H1 þ
Xu

i¼1
pi;1 �

Xu�1

i¼1
pi;2

( )

Since H1 = 0; therefore,

H2 ¼ max
1OuOn

Xu

i¼1
pi;1 �

Xu�1

i¼1
pi;2

( )

¼
Xn

i¼1
Ii;2 ¼ Zn;2 �

Xn

i¼1
pi;2

ð31Þ

H3 ¼ max
1OuOn

Z0u;2 �
Xu�1

i¼1
pi;3

( )

¼ max
1OuOn

H2 þ
Xu

i¼1
pi;2 �

Xu�1

i¼1
pi;3

( )

¼ H2 þ max
1OuOn

Xu

i¼1
pi;2 �

Xu�1

i¼1
pi;3

( )

¼ H2 þ p1;2

ð32Þ
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H4 ¼ max
1OuOn

Z0u;3 �
Xu�1

i¼1
pi;4

( )

¼ max
1OuOn

H3 þ
Xu

i¼1
pi;3 �

Xu�1

i¼1
pi;4

( )

¼ H3 þ max
1OuOn

Xu

i¼1
pi;3 �

Xu�1

i¼1
pi;4

( )

¼ H3 þ p1;3

From Equation (32);

H4 ¼ H2 þ p1;2 þ p1;3

¼ H2 þ
X3

k¼2
p1;k

ð33Þ

Continuing in this way;

Hm ¼ H2 þ
Xm�1

k¼2
p1;k ð34Þ

From Equations (32), (33) and (34);

Hr ¼ H2 þ
Xr�1

k¼2
p1;k; r ¼ 3; 4; . . . ;m ð35Þ

From Equation (34), Hm is minimum when idle time of M2 and
Pm�1

k¼2 p1;k
are minimum. The following algorithm gives the sequence, which minimizes
total elapsed time under no-idle constraint.

ALGORITHM 4.3.

Step 1: Obtain sequence S by applying Johnson’s two-machine algorithm
on M1 and M2. In case of a tie for the first position of the
sequence S, prefer that job for the first position for which sum of
the processing times on M2, M3,. . ., Mm)1 is minimum.

Step 2: If the sum of the processing times of the first job of sequence S on
M2, M3,. . ., Mm)1 is minimum, then S is an optimal sequence.
Otherwise, go to Step 3.

Step 3: Obtain other sequence from S by substituting that job in the first
position whose sum of the processing times on M2, M3,. . ., Mm)1

is less than the sum of the processing times of first job of S and
without disturbing the remaining order of S.
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Step 4: Repeat Step 3 till all such jobs have been placed in the first posi-
tion. Let these sequences be S1, S2,. . ., Sr3

.
Step 5: Find out Hm for the sequences S, S1, S2,. . ., Sr3

using Equation
(34). The sequence(s) having minimum Hm is (are) the required
sequence(s).

Step 6: For the sequence(s) obtained in Step 5; find out total elapsed time
using Equation (10) and H2, H3,. . ., Hm)1 using Equations (31)
and (35).

EXAMPLE 4.3. Consider the 5-job, 4-machine problem whose processing
times are given as in Table 3. Applying Algorithm 4.3, Johnson’s algo-
rithm on M1 and M2 provide the sequence S = 5-3-2-4-1. The sum of
the processing times of job 5 on M2 and M3 is 12 units. Jobs 1, 2, 3 and
4 have sum of the processing times on M2 and M3 less than 12 units.
Therefore, the other sequences are S1 = 1-5-3-2-4; S2 = 2-5-3-4-1; S3 =
3-5-2-4-1 and S4 = 4-5-3-2-1. Hm for sequences S, S1, S2, S3 and S4 are
31 units, 30 units, 29 units, 28 units and 28 units respectively. Hm is min-
imum for 3-5-2-4-1 and 4-5-3-2-1. Therefore, 3-5-2-4-1 and 4-5-3-2-1 are
optimal sequences. The total elapsed time under no-idle constraint is 80
units. For sequence 3-5-2-4-1;H1, H2 and H3 are 0 unit, 19 units and 23
units respectively. For sequence 4-5-3-2-1; H1, H2 and H3 are 0 unit, 21
units and 24 units respectively.

Case 4: pi;kPpj;kþ1;8i; j; i 6¼ j; k ¼ 2; 3; . . . ;m� 1:

The times at which machine should be taken on rent to process jobs con-
tinuously without idle interval are :

H1 ¼ 0

H2 ¼ Zn;2 �
Xn

i¼1
pi;2

ð36Þ

From Theorem 3.1,

Table 3. Processing times of jobs

Jobs Machines

M1 M2 M3 M4

1 8 2 8 11

2 10 3 7 10

3 5 4 5 12

4 4 3 6 10

5 7 5 7 9
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H3 ¼ max
1OuOn

Z0u;2 �
Xu�1

i¼1
pi;3

( )

¼ max
1OuOn

H2 þ
Xu

i¼1
pi;2 �

Xu�1

i¼1
pi;3

( )

¼ H2 þ max
1OuOn

Xu

i¼1
pi;2 �

Xu�1

i¼1
pi;3

( )

¼ H2 þ
Xn

i¼1
pi;2 �

Xn�1

i¼1
pi;3

¼ H2 þ
Xn

i¼1
pi;2 �

Xn

i¼1
pi;3

( )

þ pn;3 ð37Þ

H4 ¼ max
1OuOn

Z0u;3 �
Xu�1

i¼1
pi;4

( )

¼ H3 þ max
1OuOn

Xu

i¼1
pi;3 �

Xu�1

i¼1
pi;4

( )

¼ H3 þ
Xn

i¼1
pi;3 �

Xn�1

i¼1
pi;4

From Equation (37),

H4 ¼ H2 þ
Xn

i¼1
pi;2 �

Xn

i¼1
pi;3

( )

þ pn;3 þ
Xn

i¼1
pi;3 �

Xn

i¼1
pi;4 þ pn;4

¼ H2 þ
Xn

i¼1
pi;2 �

Xn

i¼1
pi;4

( )

þ
X4

k¼3
pn;k

ð38Þ

Continuing in this way;

Hm ¼ H2 þ
Xn

i¼1
pi;2 �

Xn

i¼1
pi;m

( )

þ
Xm

k¼3
pn;k ð39Þ

From Equations (37), (38) and (39);

Hr ¼ H2 þ
Xn

i¼1
pi;2 �

Xn

i¼1
pi;r

( )

þ
Xr

k¼3
pn;k ð40Þ

From Equation (39), Hm is minimum when idle time of M2 and
Pm

k¼3
pn;k are

minimum.
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The following algorithm gives the sequence, which minimizes the total
elapsed time under no-idle constraint.

ALGORITHM 4.4.

Step 1: Obtain sequence S by applying Johnson’s two-machine algo-
rithm on machine M1 and M2. In case of a tie for the last
position of the sequence S, prefer that job for the last position
for which the sum of the processing times on M3, M4,. . ., Mm

is minimum.
Step 2: If the sum of the processing times of the last job of S on M3,

M4,. . ., Mm is minimum, then S is an optimal sequence. Other-
wise, go to Step 3.

Step 3: Obtain other sequence from S by substituting that job in the last
position whose sum of processing times on M3, M4,. . ., Mm is
less than the sum of the processing times of last job of S and
without disturbing the remaining order of S.

Step 4: Repeat Step 3 till all such jobs have been placed in the last posi-
tion. Let these sequences by S1, S2,. . ., Sr4

.
Step 5: Find out Hm for the sequences S, S1, S2,. . ., Sr4

using Equation
(39). The sequence(s) having minimum Hm is (are) the required
sequence(s).

Step 6: For the sequence(s) obtained in Step 5; find out total elapsed
time using Equation (10) and H2, H3,. . ., Hm)1 using Equations
(36) and (40).

EXAMPLE 4.4. Consider a 5-job, 4-machine sequencing problem whose
processing times are given as in Table IV. Applying Algorithm 4.4, John-
son’s algorithm on M1 and M2 provides the sequence S = 2-1-3-5-4. The
sum of the processing times of job 4 on M3 and M4 is 12 units. Job 1 has
the sum of the processing times on M3 and M4 less than 12 units. There-
fore, the other sequence is S1 = 2-3-5-4-1. Hm for S and S1 are 44 units
and 43 units respectively. Hm is minimum for sequence 2-3-5-4-1.
Therefore, 2-3-5-4-1 is the optimal sequence. The total elapsed time under

Table 4. Processing times of jobs

Jobs Machines

M1 M2 M3 M4

1 6 10 8 3

2 5 9 7 6

3 9 12 9 3

4 10 9 7 5

5 12 11 8 7
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no-idle constraint‘ is 67 units. For sequence 2-3-5-4-1; H1, H2 and H3 are 0
unit, 5 units and 25 units respectively.

5. Discussion

We studied four n-job, m-machine flowshop problems under no-idle con-
straint when processing times of jobs on various machines follow certain
conditions. No-idle constraint is important when machines are taken on
rent. Under no-idle constraint, machines work continuously without idle
interval, i.e., each machine is taken on rent for time equal to the sum of
processing times of all jobs on it. Therefore, under no-idle constraint, total
rental cost of machines is minimum. Here, we considered the problem with
objective being minimization of total elapsed time under no-idle constraint.
We introduced simple algorithm for each of these problems without using
Branch and Bound technique. Many significant open problems exist, e.g.,
minimize mean flowtime under no-idle constraint, minimize tardiness under
no-idle constraint etc.
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